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Background: Light (30 � Z � 45) neutron-rich isotopes are thought to be synthesized in the neutrino-driven
ejecta of core-collapse supernovae explosions via the weak r process. Recent nucleosynthesis studies have
demonstrated that (α, xn) reactions play a particularly important role in the production of these isotopes.
α-nucleus optical model potentials (α-OMPs) are used to model this nucleosynthesis scenario.
Purpose: The different α-OMP model parameters can affect the calculated cross sections by more than an
order of magnitude in the relevant energy regions, which affects the production of light neutron-rich isotopes.
Consequently, to constrain the astrophysical conditions characterizing the supernovae ejecta, the uncertainty of
the nuclear physics input has to be reduced.
Methods: The cross section of the 100Mo(α, n) 103Ru reaction was measured by means of the activation method.
0.5 mm thick molybdenum disks were irradiated with Eα = 7.0 to Eα = 13.0 MeV α beams. Thick target yields
and reaction cross sections were determined via γ -ray spectroscopy.
Results: Cross sections at several energies below the Coulomb barrier were measured, reaching the astro-
physically relevant energy region. Large discrepancies between the experimental values and statistical model
predictions calculated using the well-known α-OMPs were found. The measured cross section data could be
excellently described by the Atomki-V2 potential. Therefore, this α-OMP was used to derive the astrophysical
reaction rates as a function of temperature.
Conclusions: The successful reproduction of the measured cross sections in a wide energy region confirm the
reliability of the Atomki-V2 potential. The usage of the new 100Mo(α, n) 103Ru experimental data along with the
Atomki-V2 potential reduces the nuclear uncertainties of the weak r-process production yields of nuclei with
36 � Z � 50 to a marginal level.

DOI: 10.1103/PhysRevC.104.035804

I. INTRODUCTION

The bulk of the stable isotopes heavier than iron are formed
via neutron capture reactions in the so-called s and r processes
[1,2]. However, in order to properly reproduce the observed
amount of heavy isotopes, the contribution from further nucle-
osynthesis processes has to be taken into account. Indeed, low
mass neutron-rich isotopes, located between iron and silver,
may be formed by neutron captures combined with (α, xn)
and (p, xn) reactions in the neutrino-driven ejecta from core-
collapse supernovae explosions [3–6]. The matter which is
ejected contains mainly protons, neutrons, and α particles,
since it is close to the nascent neutron star. Initially, the abun-
dances remain in nuclear statistical equilibrium due to the high
temperature [7], but, as matter expands, the temperature and
the density decrease and protons and α particles start to build
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up heavier nuclei by, e.g., (α, xn) and (p, xn) reactions [8–10].
This is the basic picture of the weak r process (also referred
to as the α process [3]).

The modeling of this nucleosynthesis scenario requires the
use of an extended reaction network involving a few thou-
sand, mostly unstable nuclei. The necessary reaction rates
are calculated from the cross sections computed with the
Hauser-Feshbach statistical model which relies on different
nuclear physics ingredients [11]. Series of sensitivity calcu-
lations were performed to study the impact of the calculated
cross sections on the nucleosynthesis yields and the related
uncertainty of the models [10,12]. It was found that the main
source of the uncertainty arises from the choice of differ-
ent α-nucleus optical model potential (α-OMP) parameter
sets. Namely, the difference between the cross sections cal-
culated using different α-OMPs can exceed even one order of
magnitude at the energies of interest [8–10]. Unfortunately,
there is a lack of high-precision experimental data reaching
the astrophysically relevant energies necessary to assess the
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cross section predictions calculated using different α-OMPs.
Without such data, the nuclear physics input of the weak r-
process nucleosynthesis calculations remains uncertain which
prevents the understanding of the astrophysical environment
of the process.

Even if the 100Mo(α, n) 103Ru reaction was not identified as
highly critical by Bliss et al., this is one of the few reactions in
the relevant mass region where cross section measurements at
astrophysical energies are technically feasible. Accordingly,
to improve our knowledge on the α-OMPs used in the weak r-
process nucleosynthesis calculations, this reaction was studied
in the present work using the thick target yield (TTY) method.
In most of the activation cross section measurements thin
targets are used; i.e., the energy loss of the projectile in the
target is small. In such cases the reaction cross section can be
derived at an effective energy slightly below the beam energy
if the target thickness is known. Alternatively, in the present
work the TTY was measured. The advantage of this approach
is that the projectile stops completely in the target and thus
the number of target atoms is maximized. According to this,
reactions take place with all energies between the bombarding
energy and the reaction threshold. Thus, experimentally the
number of reactions per projectile is measured. The cross
sections are then derived from the difference of the TTYs at
two neighboring energies.

This paper is organized as follows. Details on the ex-
perimental technique are presented in Sec. II. The resulted
astrophysical S factors1 are presented and compared with
predictions calculated using well-known α-OMPs in Sec. III.
Finally, in Sec. IV the astrophysical reaction rates calculated
from the measured thick target yields are listed and conclu-
sions are drawn.

II. EXPERIMENTAL APPROACH

The experiment was carried out at the Institute for Nu-
clear Research (Atomki) using the activation technique [14].
Molybdenum (Z = 42) has seven stable isotopes from 92Mo
to 100Mo. α-induced reactions on molybdenum lead to differ-
ent ruthenium isotopes including radioactive ones. Using the
activation method, it is feasible to derive the cross sections of
the 92Mo(α, n) 95Ru, 94Mo(α, n) 97Ru, and 100Mo(α, n) 103Ru
reactions. In this work, we report on the 100Mo(α, n) 103Ru
reaction cross section measurement. The results from the
former two reactions will be published elsewhere [15]. The
produced 103Ru isotope has a half-life of T1/2 = 39.247 ±
0.013 d and its β− decay is followed by the emission of
Eγ = 497.09 keV (Iγ = 91.0 ± 1.2 %) and Eγ = 610.33 keV
(Iγ = 5.76 ± 0.06 %) γ rays [16]. However, the latter γ

transition is located close—within the resolution of the high-
purity germanium (HPGe) detectors used for the activity
measurements—to the Eγ = 609.32 keV background line
originating from the decay of 214Bi. Therefore, the weaker
transition was not used for the determination of the thick target
yield.

1The astrophysical S factors are calculated from the measured cross
sections using the equation [13] S(E ) ≡ Ee(2πη)σ (E ).

The thickness of the natural isotopic composition molybde-
num plates, irradiated with α beams provided by the K = 20
cyclotron accelerator of Atomki, was 0.5 mm. The energy
of the α beam was between Elab = 7.0 MeV and Elab =
13.0 MeV, and this energy range was scanned with energy
steps of 0.3–1.0 MeV. Thus, the projectile stops in the tar-
get and reactions take place with all energies between the
bombarding energy and the reaction threshold. Accordingly,
the measured thick target yield YT T (E) as a function of α

energy (E ) is related to the integrated reaction cross section
σ (E ) [17]:

YT T (E ) =
∫ E

Ethr

σ (E ′)
εeff (E ′)

dE ′, (1)

where Ethr = 4.76 MeV is the reaction threshold in the labo-
ratory system and εeff (E ) is the effective stopping power for
the 100Mo nucleus.2 From the measured YT T (E ) data, the cross
section between two neighboring energies, can be obtained by
subtraction:

σ (Eeff ) = [YT T (E2) − YT T (E1)]εeff (E2; E1)

E2 − E1
, (2)

where εeff (E2; E1) is the averaged effective stopping power
corresponding to the energy of two neighboring irradiations.

The length of the irradiations varied between tirrad. = 0.5 h
and tirrad. = 48.28 h with beam currents of 0.4–1.6 μA. The
number of the impinging α particles was determined from
current measurement. After the beam-defining aperture, the
chamber was insulated and served as a Faraday cup. Further-
more, a secondary electron suppression voltage of −300 V
was applied at the entrance of the chamber. The collected
charge was measured with a current integrator. The integrator
counts were recorded using multichannel scaling mode to take
into account small fluctuations of the beam current.

The activity of the irradiated samples was measured us-
ing 50% (detA) and a 100% (detB) relative efficiency HPGe
detectors, both equipped with lead shielding. The γ counting
was carried out in two geometries. The activity of the sources
irradiated with α beams of Elab = 10 MeV and above were
measured at the so-called far geometry [i.e., the targets were
placed 21 cm (detA) and 27 cm (detB) away from the detector
end cap]. However, the low yields necessitated the use of short
[5 cm (detA) and 1 cm (detB)] source-to-detector distances
for the targets, irradiated with alpha beams of Elab = 9.5 MeV
and below.

The absolute detection efficiencies were measured solely
in far geometry using calibrated 60Co, 133Ba, 137Cs, 152Eu,
and 241Am sources. The calibration sources emit multiple γ

rays from cascade transitions. Thus, due to the so-called true-
coincidence summing effect [18], in short source-to-detector
distances no direct efficiency measurement was carried out.
Instead, the activity of the targets irradiated with α beams
of Eα = 11.5 MeV and at Eα = 13.0 MeV were measured
in both close and far geometry. Taking into account the time

2The stopping power, given in eV/(atom/cm2), of chemically
pure molybdenum was divided by the abundance of 100Mo (9.81 ±
0.31 %).
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FIG. 1. Offline γ -ray spectra taken tw = 10.52 h (top) and tw = 30.52 h (bottom) after irradiating a molybdenum target with an Eα =
11.0 MeV beam. The γ peak used to derive the cross sections is shown in the insets on linear scale. The Eγ = 511 keV background peak and
transitions corresponding to α-induced reactions on other molybdenum isotopes are marked with stars.

elapsed between the two countings, a conversion factor of
the efficiencies between the two geometries was determined
and henceforward used in the analysis. The conversion fac-
tors determined from the Eα = 11.5 MeV and at Eα = 13.0
MeV countings were found to be in agreement within their
statistical uncertainties. The above described procedure au-
tomatically accounts also for true-coincidence summing in
the decay of 103Ru. Accordingly, the detection efficiency in
far geometry for measuring an Eγ = 497.07 keV γ ray was
found to be 0.156% (± 3.5%) and the weighted mean of the
far-to-close geometry conversion factors is 7.87 (± 0.17%).

After the irradiations, tw ≈ 2.0 h waiting time was used
in order to let the short-lived, unwanted activities decay. The
duration of the γ countings was typically 5–21 days and the
spectra were saved every hour. Typical offline γ spectra are
presented in Fig. 1. To enhance the signal-to-noise ratio, the
two lowest energy data points were measured using detA at
the Jánossy Underground Research Laboratory located at the
Wigner Research Centre for Physics (Budapest, Hungary).
The laboratory background count rate within the peak width
at the Eγ = 497.09 keV transition at this site is about a factor
of 4 lower than at Atomki (about 0.15/keV s at Atomki and
0.04/keV s at Wigner RCP, respectively). The peaks were
fitted with a Gaussian function with a linear background. The
detected counts (C) are related to the counting and irradiation
parameters as follows:

C = YT T ηIγ

n∑
i=1

(φie
−(n−i)λ�t ) )

e−λtw (1 − e−λtc )

λ
, (3)

where η is the absolute detection efficiency, Iγ is the branching
ratio of the 497.09 keV transition, φ is the number of the inci-
dent α particles in the ith one-minute time window (�t) of the
multichannel scaler, λ is the decay constant, and n�t , tw, tc
are the length of the irradiation, the waiting time between the
end of the irradiation and the beginning of the countings, and
the duration of the counting, respectively. Since thick targets
were used and accordingly the created activity is distributed in
the bulk of the target, the attenuation of the emitted γ radiation
has to be taken into account. A similar procedure, described
in detail in Ref. [19], was used to determine the activity
distribution in the molybdenum plate and the corresponding
attenuation factors. Namely, we assumed that the target is
built up from 0.01 μm thick uniform layers. The estimated
activity distribution was then weighted by the attenuation
factor corresponding to each layer. It was found that the bulk
of the activity is created in the first few μm; the attenuation
corresponding to the Eγ = 497.09 keV γ ray at these depths is
below 0.1%. According to this, the total loss due to the γ -ray
attenuation is less than 0.15%, which is negligible.

III. RESULTS AND THEORETICAL ANALYSIS

The measured 100Mo(α, n) 103Ru thick target yields are
listed in Table I. The activity of several irradiated targets
was measured with both detA and detB detectors and al-
ways consistent yields were found. In Table I the average
values, weighted by the statistical uncertainties are listed. The
listed TTY uncertainties were derived as the quadratic sum
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TABLE I. Thick target yield and cross section of the
100Mo(α, n) 103Ru reaction.

Ec.m. Thick target yield Eeff;c.m. σ

(MeV) (reaction/projectile) (MeV) (barn)

12.50 (4.58 ± 0.04) ×10−7 12.14 ± 0.05 (8.49 ± 0.69) ×10−2

11.78 (2.77 ± 0.07) ×10−7 11.66 ± 0.05 (9.09 ± 0.75) ×10−2

11.54 (2.14 ± 0.03) ×10−7 11.32 ± 0.05 (8.46 ± 0.67) ×10−2

11.06 (9.90 ± 0.14) ×10−8 10.85 ± 0.05 (4.02 ± 0.32) ×10−2

10.58 (4.58 ± 0.06) ×10−8 10.47 ± 0.05 (2.76 ± 0.25) ×10−2

10.34 (2.79 ± 0.14) ×10−8 10.23 ± 0.05 (1.58 ± 0.15)×10−2

10.10 (1.78 ± 0.02) ×10−8 9.99 ± 0.04 (1.19 ± 0.09) ×10−2

9.86 (1.03 ± 0.02) ×10−8 9.75 ± 0.04 (7.21 ± 0.59) ×10−3

9.61 (5.82 ± 0.12) ×10−9 9.44 ± 0.04 (3.32 ± 0.27) ×10−3

9.13 (1.79 ± 0.02) ×10−9 9.05 ± 0.04 (1.49 ± 0.12) ×10−3

8.94 (1.08 ± 0.02) ×10−9 8.82 ± 0.04 (8.98 ± 0.72) ×10−4

8.65 (4.51 ± 0.07) ×10−10 8.54 ± 0.04 (3.70 ± 0.31) ×10−4

8.36 (1.97 ± 0.06) ×10−10 8.23 ± 0.04 (1.51 ± 0.13) ×10−4

7.98 (6.14 ± 0.16) ×10−11 7.85 ± 0.03 (5.23 ± 0.48) ×10−5

7.60 (1.58 ± 0.07) ×10−11 7.49 ± 0.03 (1.70 ± 0.21) ×10−5

7.31 (4.98 ± 0.43) ×10−12 7.20 ± 0.03 (5.70 ± 0.76) ×10−6

7.02 (1.45 ± 0.10) ×10−12 6.91 ± 0.03 (1.62 ± 0.20) ×10−6

6.73 (4.70 ± 0.32) ×10−13

of the statistical uncertainties (� 8.6%), the uncertainty of
the branching ratio (1.3%), the uncertainty of the detection
efficiency (3.5%), and the beam current uncertainty (3%).

The effective interaction energy (Eeff ) is determined from
the yield curve:

YT T (Eeff ) = [YT T (E2) − YT T (E1)]

2
. (4)

An exponential curve was fitted to the measured TTY points;
Eeff is defined where the integrals of the exponential in the
E1-Eeff and Eeff -E2 regions are equal. The quoted effective
energy was calculated by Eq. (4) from this fitted curve; the
quoted uncertainty corresponds to the energy calibration of
the α beam and to the uncertainty of the energy loss in
the target, which was calculated using the SRIM code [20].
The average cross section between two energies was derived
from the thick target yield using Eq. (2). The astrophysically

relevant energy region (Gamow window) ranges from Emin =
4.8 MeV up to Emax = 6.5 MeV at T = 2 GK temperature,
from Emin = 5.9 MeV up to Emax = 8.4 MeV at T = 3 GK,
and from Emin = 6.9 MeV up to Emax = 9.9 MeV at T = 4 GK.
An explanation of the Gamow window will be given later at
the beginning of Sec. IV. The derived astrophysical S factors
are shown in Fig. 2 in comparison with theoretical predictions
calculated using different global α-OMPs.

The 100Mo(α, n) 103Ru reaction was already studied in the
1960s and 1970s by Esterlund et al. [21] and Graf et al. [22].
For comparison, the data from literature [21,22] are shown on
the left side in Fig. 2. The energy dependence of the literature
data is clearly different: at higher energies (above Ec.m. = 15
MeV) the data of Graf exceed the cross sections measured by
Esterlund by about 50%. In contrast, at energies below Ec.m. =
15 MeV the Esterlund et al. data are significantly higher. Since
the two data sets are contradictory, the theoretical analysis is
restricted to our new experimental results.

The theoretical analysis follows closely our previous work
on the 96Zr(α, n)99Mo reaction [23]. In a schematic nota-
tion, the cross section in the statistical model (SM) for an
α-induced reaction of (α, X ) type is given by

σ (α, X ) ∼ Tα,0TX∑
i Ti

= Tα,0 × bX (5)

with the transmission coefficients Tα,0 of the incoming α

particle, Ti for the outgoing particles (i = γ , p, n, α, 2n, etc.),
and the branching ratio bX = TX /

∑
i Ti for the branching

into the X channel. Usually, the transmission coefficients Ti

are calculated from optical model potentials for the particle
channels and from the γ -ray strength function for the (α, γ )
capture channel. For further details, see, e.g., [24,25].

In the energy range under study, the (α, n) channel domi-
nates, leading to a branching bn close to unity for the neutron
channel. Only at the highest energy is there a noticeable con-
tribution of the (α, 2n) reaction. As long as bn ≈ 1 in Eq. (5),
the cross section of the (α, n) reaction essentially depends
only on the transmission Tα,0 and thus only on the chosen
α-OMP. As a consequence, the relevance of all other ingre-
dients of the SM remains marginal at astrophysically relevant
energies. At the highest energy under study, the calculated
branching ratios bn and b2n between the (α, n) and (α, 2n)

FIG. 2. Experimental cross sections (left), experimental and theoretical astrophysical S factors (right) as a function of the energy of the
100Mo(α, n) 103Ru reaction. The colored lines indicate the Gamow windows for the reaction at T = 2, 3, and 4 GK. For details, see text.
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cross sections depends on the chosen level density, leading
to a range of predictions for the (α, n) channel within about
±20% of the calculation with the default settings.

The following calculations were done by using the present
standard TALYS version 1.95 [26] and a modified version
of TALYS-V1.8; the latter was used to implement the new
Atomki-V2 potential (see below). No significant differences
were found between the two versions. This holds also for
the earlier version TALYS-V1.6 which was used in previous
sensitivity studies (e.g., [8]). The input parameters for TALYS

were kept at their standard values in the present study except
the α-OMP, which will be discussed in more detail in the
following.

In a first step, the range of predicted (α, n) cross sections
from all eight available options for the α-OMP was inves-
tigated. It is found that the predictions vary by more than
one order of magnitude at energies close above the threshold
around 5 MeV and by about a factor of 3 around 10 MeV;
this range of predictions is shown as the grey-shaded area in
Fig. 2. For better readability of Fig. 2, lines are shown only
for the following α-OMPs: the default α-OMP in previous
versions of TALYS by Watanabe [27], the widely used simple
four-parameter α-OMP by McFadden and Satchler [28], one
of the α-OMPs of Demetriou et al. [29] (version 1), and the
present default α-OMP by Avrigeanu et al. [30]. It is obvious
from Fig. 2 that all α-OMPs have a trend to underestimate
the new experimental data at higher energies whereas at the
lowest energies most α-OMPs overestimate the new data.

In addition to the available options for α-OMPs in TALYS,
the new Atomki-V2 potential [31] is used to predict the
100Mo(α, n)103Ru cross section. The Atomki-V2 potential is
based on elastic scattering data and the barrier transmission
approach; for details, see [23,32] and the Supplemental Mate-
rial of [31]. Similar to the findings in our recent investigation
of 96Zr(α, n)99Mo, the Atomki-V2 potential reproduces the
energy dependence of the new data. A minor adjustment of
the absolute scale of the calculated cross sections by a nor-
malization factor of 1.21 leads to an excellent agreement with
the experimental data with a χ2 per point of about 2.0 and an
average deviation of only 10%. Other α-OMPs require larger
normalization factors, but nevertheless do not reach the small
χ2 of the Atomki-V2 potential; e.g., the second version of the
Demetriou potentials reaches a χ2 per point of about 3.0 after
normalization by a factor of 2.

IV. ASTROPHYSICAL RESULTS

The adjusted best fit using the Atomki-V2 α-OMP
was used for the calculation of the astrophysical rate for
the100Mo(α, n) 103Ru reaction (see Table II) using the stan-
dard formalism [13]:

NA〈συ〉 = NA

(
8

πm

) 1
2 1

(kBT )3/2

∫ ∞

Ethr

Eσ (E )e
−E
kT dE , (6)

where NA is the Avogadro number, m is the reduced mass of
the interacting particles, σ (E ) is the cross section measured
at a given energy E , Ethr is the reaction threshold (Ethr = 4.76
MeV), kB is the Boltzmann constant, and T is the temperature

TABLE II. Recommended astrophysical rate of the
100Mo(α, n) 103Ru reaction.

T9 NA〈σv〉 (cm3s−1mole−1)

1.0 1.04 × 10−24

1.5 1.12 × 10−16

2.0 2.65 × 10−12

2.5 2.40 × 10−9

3.0 4.23 × 10−7

4.0 6.98 × 10−4

5.0 8.11 × 10−2

of the environment. The uncertainty of the new rate is esti-
mated to be about 30% for the relevant temperature range (for
a discussion of uncertainties, see Ref. [23]).

The astrophysically relevant energies, the so-called effec-
tive Gamow window, are derived from the energy dependence
of the integrand of Eq. (6). Note that the widely used simple
formula for the Gamow window (see, e.g., the textbook of
Iliadis [13]) are not applicable in the case of negative Q
values because a constant S factor is assumed in the standard
formula. Instead, the Gamow windows in the present study (as
shown in Fig. 2) were calculated from the theoretical energy
dependence of the S factor from the Atomki-V2 α-OMP.

It is worth emphasizing that the 100Mo(α, n) 103Ru rate
exceeds other Z → Z + 2 rates for the production of
ruthenium from 100Mo + α, e.g., 100Mo(α, γ ) 104Ru or
100Mo(α, 2n) 102Ru, by at least one order of magnitude in
the relevant temperature range. Accordingly, the role of these
other Z → Z + 2 reactions remains marginal under typical
astrophysical conditions.

The impact of the new 100Mo(α, n) 103Ru reaction rate
on the nucleosynthesis of “light heavy” elements between
strontium and silver (Z = 38–47) in the neutron-rich neu-
trino driven ejecta of supernova explosions was studied via
extensive nucleosynthesis calculations. We used the same 36
trajectories as in the sensitivity study of Bliss et al. [12], which
represent typical weak r-process astrophysical conditions.

For our nucleosynthesis calculations we used the WINNET

reaction network code [33]. For the baseline case, the reac-
tion rates were taken from the JINA Reaclib V2.0 database
[34,35] with the exception of the (α, n) reactions, for which
we employed the Hauser-Feshbach predictions of TALYS-V1.6
with the default α-OMP parametrization (referred to as GAOP
from here on; for more details see Refs. [8,12,27,36]). The
baseline case will be compared to nucleosynthesis calcula-
tions using the new recommended rate.

Figure 3 shows the elemental abundances for trajectory
MC13 of Ref. [12] using a factors of 3 and 10 uncertainty
on the GAOP rate and 30% on the updated new recommended
rate. Using the new 100Mo(α, n) 103Ru reaction rate, we con-
firm the minor production of elements beyond Z � 48 in these
conditions. In addition, from the lower panel of Fig. 3 we see
a reduction in the uncertainty of palladium, cadmium, indium
and tin (Z = 46, 48–50) production from up to a factor of 2 to
≈10%. It has to be emphasized that the affected abundances
are very small to have any significant effect on the production
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FIG. 3. Elemental abundances for the MC13 trajectory from the study of Ref. [12] (top). The dark and light shaded regions correspond to
uncertainty factors of 3 and 10 respectively, while the experimental uncertainty of 30% of the present work is depicted with the colored band.
Abundance uncertainties relative to the unvaried GAOP reaction rate (Ybase) for the same three different cases (bottom). See the text for details.

of lighter heavy nuclei in the neutrino-driven winds of core-
collapse supernovae.

Furthermore, a similar effect on the 46 � Z � 50 abun-
dances was observed in three more trajectories from Ref. [12],
namely in MC05, MC15, and MC35. All of these trajectories
represent similar astrophysical conditions (see Table I and
Fig. 1 in Ref. [12]), with electron fractions 0.43 < Ye < 0.48,
entropy 48kB < s < 103kB per nucleon, expansion time 13 <

τexp < 35.9 ms, neutron-to-seed ratio of 10−4 < Yn/Yseed <

10−3, and α-to-seed ratio of 10 < Yα/Yseed < 100. The new
100Mo(α, n) 103Ru reaction rate reduces the production uncer-
tainty of the aforementioned elements to ≈10% under these
astrophysical conditions.

V. SUMMARY AND OUTLOOK

To further investigate the predictive power of the Atomki-
V2 potential used for modeling the weak r-process nucle-
osynthesis, the 100Mo(α, n) 103Ru reaction was studied. The
reaction cross sections were measured for the first time from
energies slightly above the reaction threshold up to Ec.m. =
12.5 MeV using the thick target yield method. The new high-
precision data have been analyzed in the statistical model.
It was found that the calculation performed using the new
Atomki-V2 potential, rescaled by 1.21, excellently describes
the new experimental data while the other α-OMPs cannot re-
produce the energy dependence of the measured cross sections
with the same accuracy. The scaled Atomki-V2 calculation
was then used to derive the astrophysical reaction rates as
a function of temperature. For the full temperature range of
the weak r process, the uncertainty of the reaction rate could

be drastically reduced from the usually assumed factor of 10
down to about 30%.

It was found that the 100Mo(α, n) 103Ru reaction does not
significantly affect the production of lighter heavy nuclei via
the weak r process. However, using the new experimental data
along with the Atomki-V2 potential, the nuclear uncertainties
on the production yields of nuclei with 36 � Z � 50 from the
100Mo(α, n) 103Ru reaction are now marginal at about 10% or
less.

The predictions of the Atomki-V2 potential were found
to be reliable within 30% in two experiments carried out
for targets around A ≈ 100 with partially different techniques
and instrumentation. Furthermore, the Atomki-V2 predictions
typically do not deviate by more than a factor of 2 from experi-
mental data over a wide mass range. A recalculation of the full
weak r-process network is in progress using the predictions
of this potential. The Atomki-V2 potential is derived from
the simple and robust approach of barrier transmission, and
there are no adjustable parameters. These are prerequisites for
reliable extrapolations to unstable nuclei. Sensitivity studies in
the Supplemental Material of [31] have shown that predictions
from the Atomki-V2 potential should be reliable within a
factor of 2 or better also for the mostly unstable target nu-
clei which are relevant for weak r-process studies (compared
to the usually assumed uncertainty of at least one order of
magnitude for α-induced reaction rates). A verification of
this claim can be expected in the near future from upcoming
experiments. If the reliability of the Atomki-V2 predictions is
verified, this will lead to more robust nucleosynthesis yields
and will thus allow to constrain the astrophysical conditions
and the site of the weak r process.
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